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Activity-based and agent-based transport model of Melbourne: an open 
multi-modal transport simulation model for Greater Melbourne

Afshin Jafaria , Dhirendra Singhb,c , Alan Botha , Mahsa Abdollahyara , Lucy Gunna ,  
Steve Pembertona , and Billie Giles-Cortia 

aSchool of Global, Urban and Social Studies, RMIT University, Australia; bSchool of Computing Technologies, RMIT University, Australia; 
cData61, Commonwealth Scientific and Industrial Research Organisation, Melbourne, Australia 

ABSTRACT 
Activity- and agent-based models for simulating transport systems have attracted significant 
attention in recent years. However, building these types of models at a city-wide level and 
including motorized (i.e. cars and public transport) and non-motorized (i.e. walk and bicycle) 
modes of transport is a complicated and involved task. This paper presents an open work-
flow for creating large-scale multi-modal agent-based transport simulation models. The 
workflow brings together a number of external tools, for example, an activity-based demand 
generation tool and a road network generation tool, and a set of tools developed for the 
agent-based model parameter estimation, calibration, and simulation post-processing. We 
used this workflow to create an activity- and agent-based model for Melbourne and com-
pared the output of the simulation model with observations from the real world in terms of 
mode share, road volume, travel time, and travel distance. Through these comparisons, we 
showed that our model is suitable for studying mode choice and road usage behavior of 
travelers. The calibrated model could be used to test road network change interventions. In 
addition, a similar workflow can be applied for building simulation models for other cities 
or could be expanded to include more complicated travel behaviors.
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1. Introduction

Activity-based modeling of transport systems allows 
us to represent individuals, their trips, activities, and 
diverse decision-making and behaviors (McNally & 
Rindt, 2007; Rasouli & Timmermans, 2014). Using a 
bottom-up and disaggregated approach, activity-based 
models construct a synthetic population and their cor-
responding trips and activities. As a result, these mod-
els provide an innovative solution for examining 
individual-level travel behavior and multi-modal trips, 
including micro-modes of mobility like walking and 
cycling. In this light, the disaggregated approach of 
activity-based modeling aligns with agent-based mod-
els. These models simulate heterogeneous agents and 
their interactions within their environment and can 
be used to experiment with various potential scenarios 
(Gilbert, 2021). Thus, by combining the two 
approaches, one could capture both heterogeneous 
travel plans and complex interactions between travel-
ers (H€orl & Balac, 2020; Tajaddini et al., 2020).

In the activity-based modeling framework, generat-
ing transport demand typically involves steps to create 
a list of agents with their demographics, assign activity 
patterns (i.e. the activity chain or itinerary), and assign 
locations to activities (Wang et al., 2021). Over time, a 
variety of methods have been developed to produce 
activity-based transport demand. Rule-based activity 
generation and scheduling are commonly used to create 
transport demands based on probability distributions 
from travel survey data. Notable examples of activity- 
based population generation tools include 
Travel Activity Scheduler for Household Agents 
(TASHA) (Roorda et al., 2008), and A Learning- 
Based Transportation-Oriented Simulation System 
(ALBATROSS) (Arentze & Timmermans, 2000). 
Another common approach in activity-based transport 
demand generation involves using utility maximization 
theory to build activity sequences and scheduling. A 
significant example of this approach is Comprehensive 
Econometric Micro-simulator for Daily Activity-travel 
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Patterns (CEMDAP), which creates a full day sequence 
of trips and activities for each synthetic traveler using a 
set of econometric models. More recently, machine 
learning techniques have been used to improve the 
accuracy and flexibility of transport demand generation 
(Allahviranloo et al., 2017; Hadjidimitriou et al., 2022; 
Hesam Hafezi et al., 2021; Koushik et al., 2020).

Recently, Both et al. (2021) developed an activity- 
based transport demand generation model for the 
Greater Melbourne area, combining machine learning, 
probabilistic, and gravity-based approaches. In their 
model, Both et al. (2021) used k-means clustering to 
group demographic profiles (i.e. age and gender cohorts) 
based on their travel patterns from the travel survey. 
Then, a daily travel plan comprising a sequence of activ-
ities (at specific locations and times of the day) connected 
by travel legs (using particular modes, for example, driv-
ing or Public Transport (PT)) was created, consistent 
with the travels observed for people of that demographic 
profile group in the data from the Victorian Integrated 
Survey for Travel and Activity (VISTA) 2012-18 travel 
survey (Department of Transport, 2018).

A significant limitation of the activity-based models 
described above is that they generally do not capture 
interactions between traveling agents, such as traffic 
congestion and interactions between different travel 
modes, such as multi-modal public transport trip 
scheduling or interactions between motorized vehicles 
and cyclists. Agent-based transport simulation models 
like Multi-Agent Transport Simulation (MATSim) 
(Horni et al., 2016) and SimMobility (Adnan et al., 
2016) can address this gap by providing a framework 
for synthetic travelers (hereafter agents) to interact 
with each other on a city-wide scale. Notable exam-
ples of large-scale MATSim models include those for 
Switzerland (B€osch et al., 2016), Singapore (Erath 
et al., 2012), Melbourne (Infrastructure Victoria, 
2017), while more recent models include those for 
Paris (H€orl & Balac, 2021) and Berlin (Ziemke, 
Kaddoura, et al., 2019). Furthermore, MATSim has 
been used to model different aspects of the transport 
system, including PT (Rieser, 2016), cycling (Ziemke, 
Metzler, et al., 2019), and novel concepts such as 
shared mobility (Becker et al., 2020), shared autono-
mous electric vehicles (M€uller et al., 2021) and vehicle 
to vehicle communication (Hu et al., 2022).

There are several key challenges to building agent- 
based and activity-based models at a large scale, such as 
for a city. According to Kagho et al. (2020), these chal-
lenges include the difficulty in accessing the proper 
input data for models, models being computationally 
expensive, transparency of the models and their 

validation, and reproducibility of simulation scenarios 
due to the lack of streamlined model development 
processes and the lack of standardized presentation of 
models and procedures. These challenges result in diffi-
culties in gaining trust in the model and its outputs 
from stakeholders, as well as limited transferability and 
extensibility of the models developed for one city.

In this paper, we present our streamlined workflow 
for joining the activity-based model developed by 
Both et al. (2021) with MATSim and the process of 
developing and calibrating a large-scale simulation 
model of the transport system for Greater Melbourne, 
Australia. Our model is based on the MATSim simu-
lation toolkit and is the first multi-modal calibrated 
and open1 activity-based MATSim model for 
Melbourne. Active modes of travel, i.e. walking and 
cycling, are explicitly modeled and calibrated in this 
paper rather than being considered as auxiliary travel 
modes as has traditionally been the case in large-scale 
transport models. Furthermore, the complete work-
flow to create the model, as well as the tools we devel-
oped as part of the process, are open source2 with the 
aim of addressing the need for flexible tools and proc-
esses to create large-scale simulation models.

The remainder of this article is as follows. 
Section 2 describes our workflow and the key tools 
and methods used to develop the simulation model 
for Melbourne. The calibration process of the model 
and the evaluation of the calibrated scenario are dis-
cussed in Section 3. Finally, in Section 4, we discuss 
how this model could be used to help inform deci-
sion-making for the transport system in Melbourne 
and the applicability of the framework to other cases 
and potential future steps of the model.

2. Model development and calibration 
workflow

Figure 1 provides an overview of the Activity-based 
and agent-based Transport model of Melbourne 
(AToM) development workflow. The process started 
with the construction of the road network (Section 
2.1.1). The next step in the workflow was activity- 
based demand generation (Section 2.1.2). Although 
the activity-based model that we used to generate 
transport demand does not rely on the road network 
as input, we used the network nodes for this step and 
snapped the activity destinations to the nearest net-
work node to ensure that the destinations are access-
ible via the road network. The process of estimating 
the model parameters is described in Section 2.1.3. 
These three components were then used as simulation 
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inputs for the agent-based traffic simulation model, as 
detailed in Section 2.2. The simulation output analysis 
was the next step, in which the simulated mode share, 
traffic volume, and travel distance and time were 
compared to real-world observations. The process of 
running the simulation model, analyzing and compar-
ing the simulation outputs, and adjusting the model 
to better fit the observed data, i.e. the calibration loop, 
is covered in Section 3.

As Figure 1 shows, different waves of the VISTA 
dataset were used by different components in our 
workflow. The most recent wave of VISTA, that is, 
2016–18, has the most recent sample of travelers in 
Melbourne. However, destination locations were 
reported at the level of Local Government Area 
(LGA) and some LGAs such as the city of Wyndham 
and the city of Melton have a land area of more than 
500 km2. In earlier versions of VISTA, specifically for 
the years 2012 to 2016, destination locations were 
reported at the Statistical Area level 1 (SA1) according 
to the Australian Statistical Geography Standard 
(ASGS), an area with an average population of 400 
people.3 In this article, for the estimation of model 
parameters where greater precision of destination 
location was desired, we used VISTA data for the 
years 2012 to 2016. For the calibration of the simula-
tion model where the most recent data were desired, 
we used VISTA data for 2012–2018.

2.1. Simulation input generation

The three main building blocks of a MATSim model 
include: (i) a list of agents (synthetic population) and 
their travel diaries (transport demand); (ii) a represen-
tation of the physical environment used by agents 

when traveling (transport network); and (iii) a way 
for agents to interact with each other and their envir-
onment (coefficients of utility functions) (Wall, 2016). 
In this section, we describe our process for creating 
these three inputs.4

2.1.1. Building the transport network (network gen-
eration tool)

The network generator tool developed by Jafari et al. 
(2022) was used to build the transport network input 
for the model. This tool relies on universal and widely 
available datasets for cities around the world, includ-
ing Open Street Map (OSM) for the underlying road 
network and its attributes, Digital Elevation Model 
(DEM) for the road elevation, and General Transit 
Feed Specification (GTFS) for the public transport 
network and schedules. Moreover, the tool simplifies 
the road network to make it suitable for large-scale 
simulation experiments and creates a MATSim read-
able network that can be used for simulation.

We used the OSM extract for Greater Melbourne 
from October 2019 and the GTFS data5 from October 
11 to 17, 2019, as the main datasets to create the 
transport network for the model. Furthermore, a min-
imum link length of 20 meters was assumed to sim-
plify the network for run-time efficiency. This means 
that connected links (i.e. road segments) shorter than 
20 meters were merged into a single node, resulting 
in a simpler representation of complex intersections 
and roundabouts, significantly reducing the simulation 
run time without compromising the model’s accuracy 
(Jafari et al., 2022).

The resulting network (Figure 2(a)) is in the form 
of a set of links representing road segments and nodes 
representing intersections, roundabouts, or road access 

Figure 1. The model development workflow overview.
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points. In MATSim, vehicles can only enter traffic 
from the start node of a link. This could cause consid-
erable travel on non-existing roads for long links in 
MATSim, where agents must walk a significant distance 
to get to a start node so they can start traveling on the 
network using their designated mode (Figure 3(a)). 
Therefore, to minimize this error, we divide any large 
road links (greater than a threshold length of 500 
meters) in areas conducive to active modes (with a 
speed limit of less than 60 km/h, including a footpath, 
and permitting both walking and cycling), into several 
links no longer than the threshold length (Figure 3(b)). 
In Melbourne, this filtration results in selecting local 
and residential roads where travelers can enter traffic 
from their driveways or parking lots, leaving out motor-
ways and major roads where traffic can only enter at 
designated junctions.

2.1.2. Constructing the activity-based transport 
demand (demand generation tool)

The activity-based model developed by Both et al. 
(2021) was used to create a synthetic population of 

individuals, representative of 10% of travelers in the 
Greater Melbourne region, as well as their daily travel 
diaries. This transport demand generation tool ensures 
that the locations of the travel destinations, the activ-
ity chains and their timing, as well as the demo-
graphic profiles of the agents, are representative of the 
real population at the aggregate level Statistical Area 
level 3 (SA3) according to the Australian Statistical 
Geography Standard (ASGS). The distribution of des-
tination type location aggregated at the SA3 level in 
Greater Melbourne is shown in Figure 4. Interested 
readers are encouraged to read Both et al. (2021) for a 
more comprehensive analysis of activity chains and 
timing.

We considered five types of destinations: home, 
work, education, commercial, and park. The distribu-
tion of destinations in Greater Melbourne, based on 
the Vicmap Address database of the Victorian govern-
ment6 which contains 2,932,530 addresses and their 
Mesh Block (MB) land use categories, was used as an 
input to the transport demand generation tool. The 
MB is the smallest geographical area defined by 

Figure 2. Generated road network and PT network for the study area (base map from #OpenStreetMap).

Figure 3. A Schematic illustration of a car traveler entering traffic from the link’s start node in MATSim with and without 500 m 
access points.
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Australian Bureau of Statistics (ABS), and residential 
MBs have a dwelling count of approximately 30 to 60 
in urban areas.7

The generated synthetic population was divided 
into two sub-population groups, workers and non- 
workers, according to whether they had a trip to work 
or not. These sub-population groups were used during 
the simulation to implement different behavior change 
or innovation strategies for each, as explained in 
Section 2.2.

2.1.3. Choice model estimation
We used data from VISTA 2012–16 as the main input 
to estimate the parameters of the utility function of 
the agent-based model. VISTA trip records that began 
and ended within the Greater Melbourne area and 
used one of the four modes of travel of driving, PT, 
walking, and cycling were selected. From the resulting 
set, commute trips from home to work or education 
(as primary destinations) were selected for further 
analysis, giving a sample of 15,038 out of 92,725 total 

trips. The selection of mandatory commute trips to 
primary destinations was intended to minimize the 
samples affected by factors such as personal goals that 
are highly relevant for recreational or social trips 
(Ramezani et al., 2021). VISTA 2012–16 reports the 
origins and destinations of the trips aggregated at the 
SA1 level. The latitude and longitude coordinates of 
the SA1 centroids were considered as the coordinates 
of each trip origin and destination.

The selected sample was used to estimate the 
MATSim mode choice parameters for Melbourne. The 
first step was specifying the utility function for each 
alternative travel mode based on our model assump-
tions. We assumed that the effect of distance is fully 
captured through the travel time and cost components 
of the utility function, hence the marginal utility of 
distance was not considered for any of the four mode 
alternatives. Furthermore, we assumed no monetary 
cost for walking and cycling trips; therefore, their util-
ity functions could be represented by Equations 1(c)
and 1(d), respectively.

Figure 4. Number of locations of each location type aggregated at SA3 level (base map from #OpenStreetMap).
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Strav, Driving ¼ btrav, Driving � ttrav, Driving þ bm � DmDriving ,
(1a) 

Strav, PT ¼ ascPT þ btrav, PT � ttrav, PT þ bm � DmPT ,
(1b) 

Strav, Walking ¼ ascWalking þ btrav, Walking � ttrav, Walking ,
(1c) 

Strav, Cycling ¼ ascCycling þ btrav, Cycling � ttrav, Cycling : (1d) 

For PT, a constant trip-based fare was used to rep-
resent the monetary cost argument DmPT of Equation 
1(b). According to VISTA 2012-16, those who used 
PT to get to work or education reported on average 
two PT trips on their survey day. The daily PT pass 
fare for Melbourne8 in 2016 which was $7.80,9 giving 
an approximated average cost of 7:8=2 ¼ $3:90 per 
trip.

Finally, a distance-based fuel consumption cost 
function DmCar ¼ cd, Car � dtrav, Car was assumed for 
driving, where cd, Car is the fuel consumption cost per 
kilometer (km) for an average vehicle and dtrav, Car 
represents the distance traveled by car (Equation 
1(a)). According to Australian Transport Assessment 
and Planning (ATAP) guidelines for road parameter 
values10 for a medium car with an average journey 
speed of 60 km/h, the estimated fuel coefficient was 
equal to 11.8 lit/100 km. The average annual retail fuel 
price for 2012–2016 in Victoria was $1.35 according 
to the Australian Institute of Petroleum data.11

Therefore, cd, Car was calculated as:

cd, Car ¼
11:8ðlit=100kmÞ � 1:35ð$Þ

100
¼ 0:1593ð$=kmÞ:

(2) 

The travel time for each alternative transport mode 
was another key component of the mode choice 
model to be estimated. Although the self-reported 
travel time for each trip is recorded in VISTA, since 
they are self-reported values and not actual, they are 
often approximations rounded to numbers easier to 
remember (e.g. quarters, half an hour). Furthermore, 
VISTA only included information for the mode that 
the traveler chose to use on the survey day, whereas 
for building a mode choice model, we needed to have 
travel time for all four alternative modes of travel (the 
one that was chosen and those not chosen by the 
traveler).

We used the Distance Matrix API service12 from 
the Google Maps platform to estimate travel routes 
for the final selected VISTA trips and for all alterna-
tive transport modes.13,14 The Google Maps platform 
was selected because it incorporates congestion and 

PT schedules. Therefore, it makes it possible to esti-
mate travel times for different modes based on the 
current or projected road network, traffic congestion, 
and GTFS schedules.15

One limitation to be considered in this process is 
that Google uses recent traffic data to estimate travel 
times. Given the differences in the transport system at 
the time of using the Google Maps API compared to 
the VISTA survey day in terms of road infrastructure 
and traffic behavior, a deviation was expected from 
the actual time. Furthermore, the estimates were 
extracted from Google Maps API for 1 September 
2022.

The parameters of the choice model were estimated 
using Multi-Nomial Logit model (MNL) and based on 
the maximum log-likelihood estimation (MLE).16 The 
estimated parameters for the mode choice model of 
Equation (1) are presented in Table 1. These parame-
ters were then used to specify the utility function of 
the simulation model as discussed in the next section.

2.2. Agent-based traffic simulation

The simulation model was based on MATSim version 
13.0 and the inputs from the previous steps. MATSim 
employs an iterative co-evolutionary optimization algo-
rithm to determine how the supply of the road network 
will be utilized by the demand from the synthetic popu-
lation (Horni et al., 2016). In MATSim, agents execute 
their plans simultaneously and travel to their destina-
tions using a queue-based traffic mobility simulator and 
the road network. The link flow capacity of all network 
links (Section 2.1.1) was adjusted by a multiplier factor 
of 0.1 to create a realistic traffic flow compatible with a 
10% synthetic population sample size.

Table 1. Estimated mode choice model parameters and their 
standard error values.
Coefficients Estimation (s.e.)

bm 0:19� ð0:11Þ
ascPT −2:07��� ð0:61Þ
ascWalking 0:39�� ð0:17Þ
ascCycling −3:23��� ð0:21Þ
btrav,Driving −11:48��� ð1:26Þ
btrav, PT −12:02��� ð2:00Þ
btrav,Walking −11:99��� ð1:08Þ
btrav, Cycling −14:75��� ð2:40Þ

# estimated parameters 8.00
Number of respondents 15038.00
Number of choice observations 15038.00
McFadden R2 0.81
AIC 6717.48
AICc 6717.49
BIC 6778.42
���p< .0.1;
��p< .05;
�p< .1
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Driving, PT, cycling, and walking are the four 
travel modes included in this study. Driving, cycling, 
and walking were explicitly modeled on the road net-
work, meaning that travelers using these modes navi-
gated the dedicated road network and the traffic 
dynamics in each road segment (i.e. a network link) 
was determined by the queue-based road traffic simu-
lator. We used the enhanced First-In-First-Out queue 
model proposed by Agarwal et al. (2015), where faster 
vehicles can overtake slower ones. Walking and 
cycling were configured to not block cars in the queue 
model. The speed of cars traveling on a link was 
determined based on the road’s speed limit and the 
maximum speed possible given the traffic flow deter-
mined by the queue-based road traffic simulator 
model. For walking and cycling, as they were not 
restricted by or impacting the queue model, a con-
stant traveling speed of 1.7 and 5.5 meters per second 
was set, respectively. PT vehicle movements were 
simulated using the deterministic Public Transport 
Simulation (detPTSim) engine proposed by Rieser 
et al. (2018). In detPTSim, PT vehicles operate accord-
ing to a strict transit schedule, disregarding the queue 
network and traffic congestion.

While the use of detPTSim results in a more realis-
tic representation of railway transport (e.g. trains), it 
may have potential drawbacks for PT vehicles using 
shared infrastructure with cars (e.g. buses). Walking 
was the only travel mode considered for access/egress 
trip legs. The potential start and end stops for each 
PT trip leg were filtered to those within a certain 
radius of the trip leg’s origin and destination. The ini-
tial value of this search radius was set to 1 km. If 
fewer than two stops were found within this radius, it 
was increased by another 1 km until at least two stops 
were found or a maximum radius of 10 km was 
reached. It should be noted that the search radius of 
1 km does not mean that agents travel 1 km to reach 
their desired PT stop; rather, agents consider all stops 
within this radius as potential candidates and select 
the best one based on various factors, including the 

amount of walking required and the transit lines serv-
icing each stop.

The estimated mode choice parameters listed in 
Table 1 were used to construct the utility function, 
which MATSim used during the simulation to assign a 
score to all executed travel plans in each simulation iter-
ation. Following Horni et al. (2016), the marginal utility 
of performing an activity was set equal to the marginal 
utility of travel time by car, and the marginal utilities of 
waiting for PT and late arrival were set to be twice and 
three times this amount, respectively. The marginal util-
ity of travel time by car was set to zero, and the marginal 
utilities of travel time for other modes were adjusted 
accordingly. The resulting values are listed in Table 2. It 
should be noted that the impact of the change in travel 
time by car is still implicitly included in the simulation 
model. If an agent is late or is unable to perform an 
activity, it will receive a negative utility relative to the 
marginal utility of late arrival and the marginal utility of 
performing an activity, respectively. These values were 
used for the initial simulation run, however, as 
explained later in Section 3, mode specific constant val-
ues were further calibrated through a number of experi-
ments to improve how well the simulated mode share 
matched real-world expected values.

In MATSim, after each iteration, agents compare the 
score of the executed plan with a limited number of 
previously executed plans and select the travel plan for 
the next iteration. We used a memory size of 5 for the 
highest scored experienced plans. Before the next iter-
ation begins, a given percentage of agents modify their 
chosen plan following different innovation strategies, 
such as randomly varying departure times, travel 
modes, and routes. In this model, we considered only 
two innovation strategies: re-routing and sub-tour mode 
choice. The underlying assumption is that by repeating 
the process for a sufficient number of iterations, agents 
will choose routes and travel modes that maximize their 
score (Equation (1)) while considering the choices 
made by other agents. Therefore, considering that con-
stant speeds for walking and cycling were applied and 
that travel time was the only variable included in the 

Table 2. Simulation model utility function parameters.
Model parameters Value

Generic parameters
Marginal utility of money (utils/$) 0.1944
Marginal utility of performing activity (utils/hour) 11.481
Marginal utility of late arrival (utils/hour) −34.441

Mode specific parameters Driving PT Walking Cycling

Alternative (mode) specific constant 0.0 −2.067 0.391 −3.234
Marginal Utility of time spent traveling (utils/hour) 0.0 −0.535 −0.506 −3.267
Monetary distance rate ($/km) −0.163 – – –
Daily monetary cost of using PT ($/Day) – −7.8 – –
Marginal Utility of waiting at PT station (utils/hour) – −22.961 – –

JOURNAL OF INTELLIGENT TRANSPORTATION SYSTEMS 7



utility function for these two travel modes in Equation 
(1), it can be inferred that through the iterative re-rout-
ing process, pedestrian and cyclist agents will take the 
shortest network path.

Both the workers and non-workers sub-population 
groups had the MATSim innovation strategy for route 
choice (re-routing strategy) enabled. The sub-tour 
mode choice strategy was enabled only for the workers 
sub-population, allowing them to change their trip leg 
modes and to find the one that works best for them. 
The four main modes (i.e. driving, PT, walking, and 
cycling) were available for all worker agents to choose 
from. Cycling and driving were simulated as tour- 
modes, meaning that for an agent to have driving/ 
cycling in one of its trip legs, it must start the trip 
tour from home with a car/bike and must return to 
home with a car/bike as well.

No innovation strategy for activity type, location, 
or timing selection was included as the transport 
demand generation tool generates trips in a way to 
match what is expected from real-world data (see 
(Both et al., 2021) for a discussion on activity type, 
location, and timing calibration). If an agent did not 
adopt either of the two innovation strategies, the 
agent was set to change its plan to another previously 
experienced plan from its memory with a probability 
of eDScore, where DScore is the difference in scores 
between the two plans. This strategy, known as the 
ChangeExpBeta strategy, was selected to encourage 
agents to seek plans that yield globally optimal scores. 
A more in-depth discussion of this innovation strategy 
is presented by Nagel and Fl€otter€od (2016). The 
weighting of each of the innovation strategies for each 
subgroup is listed in Table 3.

The simulation model was initially run for 200 iter-
ations, followed by a series of 100 iteration runs for 
model calibration. Innovation strategies (re-routing 
and sub-tour mode choice) were disabled for the last 
40 iterations (20%) to allow the model to converge to 
a stable solution (net score).

3. Simulation output analysis

This section analyzes and compares the simulation out-
put with real-world observations to better understand 

the accuracy and reliability of our model. Four main 
measures were analyzed: mode share (Section 3.1), road 
traffic volume (Section 3.2), public transport usage 
(Section 3.3), and travel distance and time (Section 3.4).

3.1. Mode share analysis

As explained in Section 2.2, the MATSim sub-tour 
mode choice strategy was enabled for the workers sub- 
population. To examine and calibrate the mode choice 
model for this sub-population, we compared simu-
lated trips to work with the VISTA 2016-18 survey 
data commute to work trips (Department of 
Transport, 2018). We then followed an iterative pro-
cess for manual calibration of the mode choice func-
tionality of the model. Initially, we ran the simulation 
model with the parameters listed in Table 2 for 200 
iterations, allowing agents to find their optimal travel 
mode and route given these estimated parameters. We 
then compared the mode share of the simulation out-
put to the expected real-world values and adjusted the 
model’s mode-specific constants to achieve a better 
match. Next, we ran another simulation experiment 
for 100 iterations with the new adjusted parameters, 
using the already optimized plans from the previous 
run as its input. This iterative process of running the 
simulation, comparing the mode shares from the 
simulation results, and adjusting the parameters 
accordingly was repeated until a reasonable fit was 
achieved. We considered the mode shares of the simu-
lation output for trips to work to be within the 61%

error threshold of the observation data as our calibra-
tion target. The adjusted value of the mode-specific 
constants and the final simulation mode shares for 
trips to work are listed in Tables 4 and 5, respectively.

Table 3. Re-planning innovation strategy weights for different 
sub-populations.

Weight

Strategy Workers Non-workers

ChangeExpBeta 0.8 0.9
Re-routing 0.1 0.1
Sub-tour mode choice 0.1 0.0

Table 5. Mode share comparison between calibrated simula-
tion output and VISTA 2016–18.

Mode share (%)

Simulation VISTA 2016–18

Trips to work
Driving 73.6 73.3
PT 15.8 15.6
Walking 8.7 9.2
Cycling 1.9 1.9

Trips to non-work destinations
Driving 71.5 67.1
PT 10.8 8.1
Walking 16.5 22.5
Cycling 1.2 2.2

Table 4. Adjusted mode-specific constants as a result of the 
mode share calibration.

Driving PT Walking Cycling

Adjusted mode specific constants 0.0 4.667 2.891 1.201
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We also compared the mode share of non-work trips 
with real-world data to examine whether enabling the 
sub-tour mode choice strategy for the workers sub- 
population was sufficient or if a mode choice strategy 
for both sub-population groups was needed. To do this, 
we compared the mode share in all non-work trips 
from the calibrated simulation output with the share of 
these travel modes in VISTA 2016–18 non-work trips. 
Table 5 provides mode shares for the mode choice cali-
brated simulation model and VISTA travel survey data 
2016–18 for work and non-work trips.

3.2. Road traffic volume analysis

The daily volume of driving, cycling, and walking traf-
fic from the calibrated simulation output is illustrated 
in Figure 5.

Publicly available traffic count data for Melbourne 
was used to examine the road usage accuracy of the 
model for driving. We used the Typical Hourly Traffic 
Volumes (THTV) data from Victoria’s open data plat-
form for 2019,17 which provides typical traffic volumes 
for major arterial roads across Victoria. THTV was 
filtered down to the data for school term normal mid- 
week days. The data was then divided into two categories 
of roads: those going toward Melbourne CBD (handling 
most of the AM peak traffic) and those going outward 
from the CBD (handling PM peak traffic). In each cat-
egory (that is, AM and PM), the top 10% highest traffic 
roads were identified, and within each, the road segment 
with the highest volume was selected for comparison 
with the simulation output. This resulted in the selection 
of 87 road segments, 47 for the AM peak hours and 40 
for the PM peak hours, for further analysis.

The selected road segments were joined to their 
equivalent links in the simulation road network. For 
this purpose, the ’equivalent’ link was selected as the 
link located closest to the midpoint of the road seg-
ment that satisfied the conditions of operating in the 
correct direction to match the road and having a 
bearing (or azimuth) within 17.5 degrees of the bear-
ing of the road segment.

To compare cycling traffic volume, we used the aver-
age daily cycling volume of the automatic cycling vol-
ume and speed sensors for Greater Melbourne for 
weekdays, downloaded from the Victoria Open Data 
Platform for the period of March 2019.18 Each sensor 
was joined to its equivalent link in the simulation road 
network, selecting the closest link that was a bicycle path 
or a road with a bicycle lane and operated in the correct 
direction. In total, 48 counting sensors (some mono- 

directional and others bi-directional), corresponding to 
70 network links, were selected for further analysis.

For the volume of walking traffic, we used auto-
mated pedestrian count data from sensors across 
Melbourne’s central LGA, i.e. City of Melbourne, 
which encompasses the Central Business District and 
its surroundings (City of Melbourne, 2021). Data were 
downloaded for mid-week workdays in March 2019 
and joined to the simulation road network by select-
ing the closest links having similar bearings to the 
relevant footpaths, in a similar way as described above 
for driving volumes. Given that the footpaths are bi- 
directional, the aggregated number of pedestrians 
passing each sensor, regardless of the walking direc-
tion, was used for comparison. Furthermore, for 
streets with more than one footpath, the aggregated 
volume from all associated footpaths was used. This 
resulted in the selection of 48 sensors corresponding 
to 93 network links for further analysis.

The percentage of daily traffic volume for each hour 
of the day, h, and for each road segment, r, was calcu-
lated for the calibrated simulation output, s0r, h and the 
observation data from THTV, sr,h, using Equation (3).

sr, h ¼
vr, h

P23
h¼0vr, h

, (3) 

Here, N is the total number of road segments analyzed 
and vr, h is the traffic volume on road r during the hour 
h. Figure 6(a) depicts the average traffic volume percent-
age of the daily traffic for every hour of the day on all 
selected N¼ 87 road segments. We then used Weighted 
Absolute Percentage Error (WAPE) to compare the 
hourly road traffic volume percentages in the observa-
tion data and the simulation results (Equation (4)).

WAPEh ¼

PN
r¼1 sr, h − s0r, h

�
�

�
�

PN
r¼1 sr, hj j

: (4) 

As shown in Figures 7(a) and 6(a), the simulation 
model performs well in capturing the volume of car 
traffic during peak hours in Melbourne, with a WAPE 
less than 25%. Some potential reasons for the devia-
tions in car traffic volume in the early morning and 
late evening include a lack of inclusion of freight traf-
fic, travelers from outside the Greater Melbourne area, 
and airport passengers in the current version of the 
model. Their absence is likely to be more noticeable 
during off-peak hours when the roads are not already 
congested with local commuters. A similar trend for 
walking was also observed, as shown in Figure 7(c). 
However, for cycling, the percentage error of traffic 
volume was high throughout the day and considerably 
higher during off-peak hours (Figures 6(b) and 7(b)). 
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As discussed in detail in Section 4, this was probably 
due to the lack of inclusion of the impact of cycling- 
relevant road infrastructure, such as bikeway type or 
slope, on cycling route choice behaviors.

3.3. Public transport usage analysis

To validate the use of public transport in the model, 
we compared the real-world percentage of passenger 

flow aggregated at the LGA level with the results of 
our simulation. To calculate this percentage, we aggre-
gated the passenger flow of 218 train stations across 
the Greater Melbourne metropolitan area based on 
the LGA in which they were located. Then, we calcu-
lated the aggregated share of the passenger flow of 
each LGA relative to the total number of passengers 
in Greater Melbourne for trips by train for further 
comparison. We used the 2016 station access survey 

Figure 5. Simulation output aggregated daily traffic volume for different modes (base map from #OpenStreetMap).
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data from Public Transport Victoria for this compari-
son. This dataset was obtained from Victoria’s 
Department of Transport—Public Transport Victoria. 
Figure 8 shows the comparison of the real-world 
observations and our simulation output, indicating 
that the simulation model was able to capture the PT 
passenger flow distribution throughout Greater 
Melbourne.

3.4. Travel distance and time analysis

The mode share and road traffic volume analyses eval-
uated the model at an aggregated level, that is, aggre-
gated to the travel modes or road segments. We 
investigated the accuracy of the travel distance and 
time for a small sample of trips to examine the accur-
acy of the model at the individual trip level. To do 
this, we randomly sampled a subset of 1,000 trips 
stratified by origin SA3 and travel mode from the 
simulated trips. We extracted the experienced travel 
distance and time for the sample trips from the simu-
lation output.

The simulated travel time for driving incorporated 
the impact of road congestion in addition to speed 
limits and the vehicle’s maximum speed. This is due 
to the MATSim queue model to capture road traffic 
for the cars. Although walking and cycling trips were 
based on the road network, they were not set to 
impact or be affected by road traffic. Therefore, travel 

time and distance for walking and cycling reflected 
the network distance between the origin and destin-
ation and their constant speeds, 1:7m=s for walking 
and 5:5m=s for cycling. PT travel time was based on 
the transit schedules extracted from GTFS and the 
agent’s decision on which PT service to use.

We used the Google Distance API to estimate the 
expected travel distance and time for the sampled 
trips. For driving and PT, the Google Distance API 
estimates the travel distance and time based on its his-
torical records, taking into account traffic and net-
work conditions. For cycling and walking, only the 
fastest route is assumed. Another limitation of using 
the Google Distance API is that it does not provide 
estimates for a past trip. Therefore, we estimated the 
travel distances and time of a sample of trips based 
on Google data for October 2021.

Figure 9 illustrates the percentage error of the 
travel distance and travel time for different modes for 
the 1,000 trips sampled. For example, we calculated 
the percentage error of travel distance for a sample 
trip j and mode m, �d

m, j, as follows:

�d
m, j ¼ 100�

d0m, j − dm, j

dm, j
, (5) 

where d0m, j is the experienced travel distance from the 
simulation for mode m and trip j and dm, j is the 
expected travel distance from Google Distance API.

Figure 6. Aggregated hourly traffic volume percentages in simulation versus observation for different travel modes.
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4. Discussion and conclusion

In this paper, we presented our model development 
workflow to build an open multi-modal transport 
model for the Greater Melbourne area. In doing this, 
and using Melbourne as our example scenario, we 
illustrated how a series of open-source tools, including 
an activity-based transport demand generation tool 
(Both et al., 2021), a multi-modal network generation 
tool (Jafari et al., 2022), as well as tools for model out-
put processing and mode choice model parameter 
estimation, can be used to build a city-wide agent- 
based and activity-based simulation model. All tools 
used in our workflow are publicly available in our 
GitHub repository. Furthermore, these tools were 
designed to use data sources commonly available for 
different cities around the world (e.g., travel surveys, 
traffic counts, OSM, and GTFS). This means that 
although the data format used in this paper might be 
specific to Melbourne, the same workflow can be 
applied to other cities, provided the data structure is 
compatible with each tool’s expected structure. We 
used two existing standalone tools for demand gener-
ation19 and network generation20 to build the inputs 
for the agent-based simulation model. Similarly, our 
algorithm for mode choice model estimation21 also is 
suitable for more general use outside of MATSim.

Over the years, several different Java-based tools 
have been developed to provide a complete workflow 

for transport modeling using MATSim. These include 
tools to convert raw OSM extracts into MATSim 
readable transport networks for car traffic (Zilske 
et al., 2015) and bicycle traffic Ziemke, Metzler, et al. 
(2019), a tool to add PT routes to the MATSim net-
work (Poletti, 2016) and a set of tools for output ana-
lysis included in MATSim’s analysis extension.22 In 
the workflow presented in this paper, MATSim was 
used as the core agent-based traffic simulator of the 
model, which is a Java-based program. However, the 
tasks of input preparation and output processing were 
performed using tools external to MATSim, written in 
the R programming language. Given that the R pro-
gramming language is becoming increasingly more 
popular among the research community (Bishwal, 
2017), a model development workflow based on R 
provides more flexibility for researchers to use tools 
that are best suited for their projects and teams when 
building activity-based and agent-based models. 
Additionally, an extensive number of powerful spatial 
and non-spatial data analysis packages exist for R that 
make it possible for researchers to extend the tools to 
fit their purposes.

For the Melbourne model, we calibrated the mode 
choice behavior of work trips for four travel modes of 
driving, PT, walking, and cycling against the VISTA 
2016–18 data (Table 5). To achieve this, we developed a 
number of open-source tools for simulation output 

Figure 7. Weighted absolute percentage error of aggregated hourly traffic volume percentages in simulation versus observation 
for different travel modes.
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analysis, which can be useful to analyze the simulation 
output of a MATSim model for other cities.23 Through 
these analyses, we demonstrated that the simulated 
mode share percentage for non-work trips closely 
resembled the figures observed in the travel survey. The 
mode choice calibrated simulation model could be used 
as the baseline for examining the potential for mode 
shift as a result of the built environment, infrastructure 
and/or monetary interventions that impact travel time 
and cost, such as constructing new roads, building a 
new bridge for pedestrians and cyclists to decrease dis-
tances, increasing PT services to existing stations or 
adding new stations, and changing PT fares or motor 
vehicle fuel prices. For interventions that encourage 
mode shift for a specific demographic group or are 
based on built environment attributes that were not 
included in the mode choice model of the paper, such 
as the existence of bike lanes for cycling, the mode 
choice model in Equation (1) needs to be extended 
accordingly to incorporate these factors.

In addition to mode choice, car traffic volumes and 
PT passenger flow at the LGA level from the 

simulation model output also resembled the volumes 
observed in the real world (see Figures 6(a) and 8, 
respectively). Figure 9 shows that in addition to the 
road level and the aggregate level, the results of the 
model also reflect the expected behavior in terms of 
travel time and distance at the trip level. The realistic 
road traffic behavior of the model makes it suitable 
for examining various traffic management interven-
tions, such as modifying speed limits or blocking cer-
tain roads to guide the traffic flow. For example, a 
snapshot of car traffic on roads within a 10-km radius 
of Melbourne CBD for 9 AM and 5 PM is illustrated 
in Figure 10, depicting the heavy congestion on major 
roads connecting Melbourne CBD to the rest of the 
metropolitan area. Using agent-based models, it is 
possible to go beyond high-level snapshots and exam-
ine road usage at the individual level. For instance, 
one of the road segments with heavy congestion both 
in AM and PM peak hours is the West Gate Bridge, 
Victoria’s most heavily used bridge, which is respon-
sible for connecting the Melbourne CBD to the west-
ern suburbs. Figure 11(a) illustrates where vehicles 

Figure 8. Passenger flow percentage comparison at the LGA level in real-world and simulation outputs.
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that used this road segment at 9 AM are coming from 
and heading to, confirming the critical role that the 
bridge plays in connecting the western suburbs with 
the rest of the center and to the east. Furthermore, 
the travel route of an example agent who used this 
bridge at 9 AM is also highlighted in Figure 11(b).

All categories of roads accessible to the public were 
included in the road network of the model, including 
minor bike paths to local streets and to major arterial 
roads and highways. Therefore, in addition to com-
mon measures such as zone-to–to-zone movements or 
traffic on major highways and corridors, our model 
can be used for exploring local road usage for access-
ing local destinations. Further calibration is required 

to obtain reliable estimates of local road usage for 
active modes of transport from the model.

In this paper, we considered the shortest network 
path for cycling and walking routing and only 
included walking and cycling travel time in the mode 
choice model of the agent-based model. Distance trav-
eled is one of the key factors important for active 
travel route choice (Fitch & Handy, 2020); however, 
numerous studies have shown that cyclists and pedes-
trians deviate from the shortest route to use routes 
with better infrastructure (Lu et al., 2018; Lue & 
Miller, 2019; Rupi et al., 2019). There are several other 
built-environment factors such as existence of safe 
infrastructure including bike lanes, footpaths, traffic 

Figure 9. Percentage error of travel (a) distance and (b) time between simulation output and google distance matrix API estimates 
for sampled trips.

Figure 10. Snapshots of the simulated car traffic at (a) morning peak (9:00 AM) and (b) evening peak (5:00 PM) for inner mel-
bourne. The colors represent the relative speed with red¼ full stop, yellow¼ traveling speed equal to half of the speed limit, 
green¼ traveling speed equal to the speed limit.
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signals, and the quietness of the route (Desjardins 
et al., 2021; Lu et al., 2018; Lue & Miller, 2019), as 
well as individual factors such as age, gender, and 
household structure (Aldred et al., 2017; Basu et al., 
2021) that are important and should be included in 
future models to have a more accurate active travel 
behavior model. Although the impact of these factors 
on routing was not included in the simulation model 
described in this article, our transport demand and 
network generation steps did include several attributes 
necessary for future modeling of active transport. The 
input road network includes road categories accessible 
to pedestrians and cyclists, as well as road slope and 
bikeway type. Similarly, activity-based transport 
demand includes individual attributes such as age, sex, 
occupation, and household structure, which are all 
important factors for walking and cycling behavior. 
Including these factors in the input of the model 
makes it possible for the model to be further extended 
in the future to better model active travel behavior. 
The comparatively high inaccuracies observed in the 
analysis of cycling and walking road use in Figure 
7(b) and (c) when compared to the driving analysis 
are most likely due to the lack of including these fac-
tors in the model.

A key consideration for the tools that were used or 
developed for the workflow of this paper was to rely 
on the data types and structures commonly found in 
different cities. Therefore, this makes it possible to 
extend the workflow and add different impact assess-
ment models as well. For example, the simulation out-
put analysis tools provided in our workflow convert 
the simulation output into formats (e.g., hourly traffic 
counts joined to the network, individual travel diary, 

minutes spent walking) that are straightforward to 
join to existing impact assessment tools such as the 
Transport Health Assessment Tool for Melbourne 
(THAT-Melbourne) Gunn et al. (2021); Zapata- 
Diomedi et al. (2021) to estimate non-communicable 
disease impacts (Veerman et al., 2016; Zapata- 
Diomedi et al., 2019) and also to include environmen-
tal impacts assessment tools such as air quality 
(Woodcock et al., 2021) arising from change in travel 
behavior occurring between scenarios. The extended 
model could be used to examine the health, economic, 
and environmental impacts of possible changes in 
travel behavior.

An important limitation of our model is that the 
mode choice parameters are estimated based on man-
datory work and education trips, and mode choice is 
only permitted for workers. Further research is 
required to create separate mode choice models based 
on the purpose of the trip (e.g. mandatory versus dis-
cretionary). Although the 2016 Census data were our 
starting point for creating the synthetic population of 
the model, data from different years were used to 
develop and calibrate the model and its inputs. This 
was to address the challenge of data availability for 
city-scale agent-based and activity-based models that 
require large data at the individual level. However, the 
use of data from different years for model develop-
ment and calibration makes it not possible to compare 
the absolute numbers using the simulation model. To 
address this, we used relative numbers when compar-
ing the output of the model with the real-world obser-
vations in Section 3. Consequently, when using the 
simulation model to test the impact of an intervention 
on mode share or traffic volume, only relative 

Figure 11. West Gate Bridge 9:00 AM snapshot of (a) where the agents using it are coming from and traveling to and (b) simu-
lated travel route of an example agent using the bridge.
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numbers must be reported. Additionally, the calibra-
tion would have been strengthened if the prediction 
accuracy of the model had been examined using a his-
torical intervention; and this should be considered for 
future research if appropriate intervention data can be 
sourced. Therefore, caution must be exercised when 
interpreting changes in mode share as a result of 
interventions and selecting the types of intervention 
to test using the model.

Finally, PT trips were simulated based on deter-
ministic timings of GTFS and direct dedicated links 
connecting PT stops (Figure 2(a)). As a result, PT 
vehicles had no interaction with other modes of trans-
port while traveling and were strictly always on time. 
Of course, in reality, tram and bus routes typically 
share the road with cars and are delayed due to traffic 
congestion or contribute to traffic congestion by occu-
pying a significant amount of mixed-traffic road 
space. The current state of the model does not capture 
either of these two scenarios, which again warrants 
future research.

Notes

01. We note that the first calibrated activity-based 
MATSim model for Melbourne was MABM 
(Infrastructure Victoria, 2017). Ours is the first 
calibrated multi-modal model, which is also open.

02. https://github.com/matsim-melbourne

03. https://www.abs.gov.au/

04. For a more detailed discussion on MATSim and its 
inputs, see (Horni et al., 2016).

05. GTFS data were downloaded from: https://transitfeeds. 
com/p/ptv

06. https://discover.data.vic.gov.au/dataset/vicmap-address

07. https://www.abs.gov.au/

08. Public transport fares in Melbourne vary based on the 
zones the person travels within or between, and 
whether the traveler has a daily, monthly, or even 
yearly PT travel pass or pays for each trip individually. 
For simplicity, we assumed that PT travelers used the 
standard daily pass (zone1þ 2).

09. Monetary units in this paper are in Australian Dollars

10. https://www.atap.gov.au/sites/default/files/pv2_road_ 
parameter_values.pdf

11. https://aip.com.au/aip-annual-retail-price-data

12. https://developers.google.com/maps/documentation/ 
distance-matrix/intro

13. Google Distance Matrix API is a paid service, not an 
open data source. However, our scripts for preparing 
the data for the API, sending queries to the API, and 
processing the results are publicly available

14. URL removed to ensure anonymity. Furthermore, we 
implemented an alternative option to use 
OpenRouteService (ORS) to calculate travel time and 
distance (https://openrouteservice.org/). Although ORS 
is open and free to use, it does not cover PT schedules 
and congestion.

15. The R package gmapsdistance (version 3.4) was used 
to extract travel times and distances from Google 
Distance Matrix API.

16. The mixl package (version 3.4) in R was used for 
parameter estimation (Molloy et al., 2019).

17. https://data.vicroads.vic.gov.au/Metadata/Typical/% 
20Hourly/%20Traffic/%20Volumes.html, accessed on 
14/05/2021

18. https://discover.data.vic.gov.au/dataset/bicycle-volume- 
and-speed

19. https://github.com/matsim-melbourne/demand

20. https://github.com/matsim-melbourne/network

21. https://github.com/matsim-melbourne/choice-model

22. https://github.com/matsim-org/matsim-libs/tree/ 
master/contribs/analysis/src/main/java/org/matsim/ 
contrib/analysis.

23. https://github.com/matsim-melbourne/useful-scripts
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